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Cumuliform clouds in Earth’s lower atmosphere play important roles in the radiative

balance and hydrological cycle of the climate system. Yet key processes unfolding in these clouds,

such as aerosol interactions and precipitation initiation, are still poorly understood. Current

space-based cloud observation methods are inadequate for inferring the internal structure of

clouds outside of a narrow transect that is probed actively by radar and lidar. Cloud tomography

is an emerging technique that uses passive imaging a cloud target from multiple locations

with a large angular range to infer internal cloud structure. Many low convective clouds only

have a lifetime of 15–25 minutes necessitating autonomous scheduling of observation targets as

they appear. On-board autonomous scheduling is formulated as a mixed integer optimization

problem (MILP) with a finite time horizon and a reward scheme designed to maximize the

angular range of the observations. A finite time horizon MILP scheduler is well suited to this

mission because the short lifetime of low convective clouds creates a natural time horizon. This

MILP can solve for an optimal observation schedule in a maximum time of 15 ms on a desktop

CPU. The MILP scheduler is able to observe nearly 60% more targets than a conventional

push-broom camera configuration. This initial result is promising and demonstrates the need

for continued research in this area.

I. Introduction
Weather and climate affect our everyday lives. The Earth is experiencing record setting weather events more rapidly

than before due to climate change. From cities flooding due to tremendous rainfall, to powerful hurricanes battering
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coastal communities and wildfires encroaching on cities, we can expect unprecedented weather events to be the norm in

future years. In October of 2021 The United States Department of Defense cited the increased frequency of extreme

weather as a contributing factor to worldwide geopolitical instability [1]. Despite the socio-economic impact that these

events can have on large populations, current forecasting tools are not adequate to predict when and where these events

will occur outside of a short time frame. Our best climate models can only make generalized predictions about the

qualitative changes in weather patterns, and even then, the models carry great uncertainty in the expected outcomes.

Most cloud observation instruments are only able to observe the outer edges of a cloud, and thus one of the main

contributors to uncertainty is in the properties of clouds and aerosols in the atmosphere [2]. In particular, feedbacks of

low convective clouds over oceans are responsible for the largest amount of in inter-model climate predictions [3]. It

is not well understood how strongly convection effects cloud feedback processes and whether any key processes are

missing altogether in climate modeling [4]. To improve model predictions, we need more targeted campaigns to estimate

jointly water vapor field structure and convectively-driven cloud properties in the lower troposphere [e.g., 5].

Cloud Tomography (CT) is an emerging passive cloud observation technique where volumetric properties of

vertically-developped 3D clouds are inferred using techniques inspired by diffuse optical tomography. Current methods

of remote cloud observation do not model the 3D radiation transfer (RT) unfolding in nature, which are instead

represented by far simpler 1D RT models. Therein, the cloud is assumed to be a horizontally infinite plane-parallel slab.

This assumption induces large errors in the retrieved properties of cumuliform clouds that have finite aspect ratios. This

contributes to our poor understanding of these clouds and, in turn, to a major source of uncertainty in Earth climate

models.

CT requires measurements from multiple angles to reconstruct the measured object in 3D. For CT, this necessitates

either a single high-speed platform (e.g., an aircraft or a single satellite) that can image from multiple angles over time,

or a network of multiple cameras (e.g., a constellation of cubesats) that can be coordinated to observe from multiple

angles simultaneously. Single satellites are used for imaging clouds globally, though current observation is only done

from a single viewpoint. CT has previously been demonstrated by taking cloud measurements from an airplane that flew

over the target cloud [6]. However, this approach is limited both temporally and spatially, and is thus not ammenable to

accurate reconstruction of large-scale clouds [7].

To fully take advantage of CT it is desirable to image the clouds from multiple viewpoints at the same time (see

Figure 1). Using a single large satellite with forward and aft cameras to image an observation target has been proposed

for CT [7]. The Multi-angle Imaging SpectroRadiometer (MISR) [8] aboard the Terra satellite is equipped with nine

along-track sensors (referred to as “push-broom” scanners due to their sweeping push broom like motion over the ground)

oriented between 70.5 degrees fore and aft. Each sensor operates by successively imaging thin strips of the Earth along

Terra’s ground track. Each strip is joined together to create an image that is approximately 400 km wide by 20,000 km

long for every orbit. MISR/Terra images a single observation target from multiple angles over a period of roughly seven
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minutes. However, as previously mentioned, this technique introduces errors in the 3D cloud reconstruction due to the

temporal variability of cloud structure, even over short time scales. To eliminate these errors all the observations for a

single CT reconstruction must be performed at the same time. This necessitates a system of multiple satellites (swarm)

that can autonomously coordinate with each other in real-time to observe the same observation target at the same time

from multiple angles [9, 10].

Autonomous operations of satellites is now routine in space missions and has been successfully demonstrated

by teams like ECOSTRESS, which made use of autonomy scheduling to mitigate the platform’s limited storage and

downlink capacity for Earth observations [11]. Distributed autonomy of multiple satellites operating and coordinating

as a distributed sensor is only just beginning to be tested in space with V-R3X launched in early 2021 [12], but it is

gaining great interest for many Earth observing missions, such as for estimating bidirectional-reflectance [13, 14], and

performing multi-payload (multi-instrument) observation missions[15][16]. In addition, distributed autonomy has also

been considered for mission concepts at Mars. Woollands et al. [17] recently proposed an autonomous satellite swarm

to survey Mars’ surface for dust devils that could automatically re-task agents in the swarm to take as many follow-up

images as possible to study how the dust devils evolve over time. Autonomous follow-up and simultaneous imaging

are two of the key advantages for an agile swarm over conventional techniques like passive along-track or cross-track

scanning with a single multi-sensor satellite.

In this paper, we simulate a swarm of cubesats with agile pointing capability that can autonomously and remotely

collect images of clouds in the lower atmosphere from orbit. Camera pointing requirements are determined in real-time

using mixed integer linear programming (MILP). MILP has been shown to be an effective method for calculating

optimal observation schedules for planetary observing satellites when the search space is too large to be fully traversed

[18][17]. The measurement process and performing the cloud reconstruction using CT is beyond the scope of this paper.

We refer the interested reader to Castro et al. [19] for a multi-angle approach to reconstruction of a cloud’s outer shape

and to Tzabari et al. [10] for the design of a multi-cubesat implementation of CT. In its present status, CT is limited to

relatively modest clouds (a few km in size) observed at high spatial resolution (pixels are ∼10s of meters) whether from

airborne or space-based sensors [7]. Large clouds are thus not yet targets for CT, whether they are of the cumuliform or

of the stratiform types.

That said, the present study does assume that the relatively small cumulus clouds of interest can be detected in each

image and then identified as targets across the multi-view images. This problem was solved long ago using basic image

“feature” identification that enables MISR’s cloud top height [20] and cloud-traced horizontal wind vector [21] products.

These algorithms have been adapted from MISR’s relatively large (275 m) pixels to their much smaller counterparts (e.g.,

from airborne sensors) used currently in CT. We will assume in the present study that such cloud detection-and-tracking

has been implemented in the onboard processing, which is well within current technological capability.

The remainder of the paper is organized as follows. The cloud model and preprocessing is discussed in the following
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section. This is followed by a section detailing the orbits and camera specifications. The MILP problem formulation for

the autonomous scheduling of observations is presented next, followed by a section detailing the push-broom camera

configuration that we used as a baseline to compare the MILP results. Finally, the results and conclusion are presented

respectively in Sections VI and VII.

Fig. 1 Coordinated Cubesat Swarm Imaging a Cloud

II. Cloud Model & Preprocessing
In this study, we adopt a simple random model for cloud target generation. These cloud targets are represented for

each observation opportunity by points in the lower troposphere, which is where convective cloud systems are likely to

occur. Since observations are only possible in areas illuminated by the Sun, our cloud model takes this into account to

save computation time (i.e., no clouds simulated during the night). We center the clouded region at 1:30 pm local solar

time. Over this region, the cloud targets are simulated with an average density of one per ten square kilometers with a

mean lifetime of 21.6 minutes on average [22, 23]. Formation and dissipation times are computed for each target. We

have not taken into account the velocity of the clouds in the atmosphere as we are primarily interested in simultaneous

measurements at a single time rather than multiple follow-up measurements and for our chosen swarm geometry (see

the following section). The time between repeat ground tracks is on the order of days, which far exceeds the lifetime of

the clouds of interest in this study. Although this is a low-fidelity global cloud distribution model, it is adequate to test

the performance of our on-board scheduler.

A. Swarm Field of View

For the MILP to function, the algorithm must know what areas of the Earth the satellite swarm is capable of

imaging during each time step. Each satellite in the swarm is equipped with a 1.47◦ boresight camera and agile pointing

capabilities. It is assumed that each satellite is capable of pointing anywhere between its nadir and the local horizon.

This pointing range is shown at various latitudes in Figure 2. These areas are defined by the intersection of a sphere

with the radius of the Earth, 𝑅𝑒𝑞 and cones with apexes centered on each satellite and axes pointing towards the center

of the Earth (nadir). Each cones’ half-angle is equal to the angle between the nadir vector and a line passing through the
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Fig. 2 Projected viewing horizons for a satellite at 400 km altitude at different latitudes.

cone’s apex and a point tangent to the Earth sphere. The formulation by I. Ruff was used to calculate the FOV ground

boundaries in latitude and longitude coordinates [24]. The swarm FOVs appear as a line of overlapping circles along the

orbital ground track. The viewable area for the swarm (i.e. the field of regard for the swarm) is the ground area that is

viewable by all nine satellites simultaneously. Conveniently this area is equal to the intersection of the most forward and

most aft satellites’ conical FOVs. This intersection forms a lens shape on the ground as seen n figure 3. If this lens area

exists, then every satellite in between these two bounding satellites must contain this lens area in their own field of view.

The viewable area is calculated at each time step and stored as a series of coordinates (lon, lat) that define the boundary.

In the case of the viewable area intersecting the antimeridian, the viewable area is stored as two strings of coordinates

defining the area covered on each side of the line.

Fig. 3 The lens shaped field of regard of the swarm is projected onto a rectilinear map of Earth’s surface in five
minute intervals over one orbit

B. Cloud Data Pruning

Because of the constraints that any observation opportunity must be illuminated by the Sun, and that the convectively-

driven clouds of interest will mostly exist between 60◦ N/S latitude, the swarm will spend more than half of each orbit

without any suitable observation targets within the viewable area. This conveniently provides a naturally occurring

5



planning time-horizon, but also means that large segments of time will contain configurations without any solution. To

filter out these time ranges the raw cloud data from the numerical cloud simulation is imported into Python as a Pandas

data frame. Each observation opportunity is stored in the data frame as a row with the target’s start time, end time,

latitude and longitude. A second data frame that will be fed to the MILP is created where each row corresponds to a

single time step. The rows contain the time in seconds, the coordinates for every observation opportunity that currently

exists, the swarm’s viewable area, the positions of the satellites, the viewable observation opportunity, the observation

angular range for each viewable opportunity, and a count of viewable opportunities. The steps for generating a row of

the input data for each time step are as follows:

1) Get the current time, 𝑡

2) Query the raw cloud data frame to find all observation opportunities with start times earlier than the current time.

𝑡𝑠𝑡𝑎𝑟𝑡 ≤ 𝑡.

3) Query the opportunity data retrieved in the previous step for all opportunities with end times later than the

current time. 𝑡𝑒𝑛𝑑 ≥ 𝑡. Store this as the opportunities that currently exist at 𝑡, 𝐶 (𝑡).

4) Retrieve the viewable area for the swarm at 𝑡, 𝐴(𝑡).

5) Calculate the intersection of the existing opportunities with the viewable area.

𝑉 (𝑡) = 𝐶 (𝑡) ∩ 𝐴(𝑡)

6) Calculate the angular observation range for each viewable opportunity, 𝑁 (𝑐, 𝑡).

𝑁 (𝑐, 𝑡) =


𝑎𝑛𝑔𝑢𝑙𝑎𝑟𝑅𝑎𝑛𝑔𝑒(𝑐, 𝑡), if 𝑐 ∈ 𝑉 (𝑡)

0, otherwise
(1)

7) Store the count of observable opportunities, 𝑙𝑒𝑛𝑔𝑡ℎ(𝑉 (𝑡))

For each row where the count of observable opportunities is 0, remove the row.

III. Orbit & Cameras
For this simulation a circular inclined orbit is simulated for the swarm of nine cubesats. The swarm is in a low Earth

orbit (400km altitude). The chief satellite is located in the center of the swarm. The eight deputy satellites are located in

the same orbit with the only difference being that their arguments of latitude are offset from the chief to form a string of

pearls (or train) configuration. The argument of latitude offsets for the satellites from most forward to most-aft are {10,

7.5, 5.0, 2.5, 0.0, -2.5, -5.0, -7.5, -10.0} degrees. The only perturbation included in the orbit simulation is the Earth’s

dominant zonal harmonic, 𝐽2 gravity perturbation, that is caused by the Earth’s oblateness. Figure 4 demonstrates how
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the ground track of the Sun synchronous orbit follows the movement of the illuminated clouds every orbit. The orbit

does not have an exact ground track revisit period, but the swarm will approximately repeat the original ground track

after two days or thirty one complete orbits.

We have selected a low Earth orbit such that the cubesat camera (for example, KAI-04050 2336 (H) × (V) Interline)

is capable of imaging the clouds with a resolution of less than 10 m with a 250 mm lens and less than 5 m with a

500 mm lens [25]. A Sun synchronous orbit is chosen to ensure that the lighting conditions (shadow angles and shadow

lengths) are similar for every pass. Although we do not simulate cloud detection through image processing in this paper,

we assume that using the same lighting conditions for each pass will aid the eventual cloud detection algorithm, thus

reducing the potential for false positives. Each cubesat camera has a field of view with 1.47◦ boresight angle.

IV. MILP Problem Formulation
In the section, we present the methodology for autonomously scheduling camera pointing so as to the maximize

the number of simultaneous observations of each observation opportunity. We assume that the formation of clouds

in the Earth’s atmosphere occurs stochastically and with a known temporal and spatial distribution, and that these

clouds dissipate within a maximum time window of 25 minutes. We assume a constellation of cubesats observing lower

tropospheric clouds from low-Earth-orbit using onboard cameras with agile pointing capabilities. The orbits are fixed,

however each spacecraft can decide where to point its camera. For the selected string of pearls configuration, adjacent

spacecraft always have a line-of-sight communication link, thus permitting agents to share information regarding the

time and location of observation opportunities with each other.

The goal is to maximize the number of simultaneous observations of each observation opportunity, specifically, we

assume it is more valuable to collect multiple observations of the same target over a wide range of viewing angles,

rather than to collect time spaced (follow-on) observations of the same target.

A. Receding-horizon Approach

Obtaining a solution to the above problem requires knowledge of the observation opportunities. Thus, the problem

should be solved again as new targets are observed. To address this, the algorithm is implemented in a receding horizon

manner. In our simulation, we use a time horizon of 22 minutes as this is how long it takes for one flyover of the

illuminated cloud cluster. Each MILP solution takes on average 4.4 ms to compute. As soon as new cloud observation

information is available, the problem is re-solved over the same time horizon (i.e. the 22 minutes following the update).

Before the horizon is reached, the problem is solved again even if no new information is available.

Solving an MILP for satellite planning with many constraints over a long period of time is computationally expensive.

Decisions made at an earlier time step may greatly effect the decisions made during a later time step due to constraints

on slewing rate and power. By creating a receding time horizon where the MILP only finds an optimal solution up to an
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Fig. 4 Multiple Orbit Flyovers
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arbitrary time, the computational time may be suitably bounded. The downside to this approach is that if later decisions

are strongly coupled to previous states, then the MILP will not necessarily find an optimal solution for the entire time

span. For computed cloud tomography there is a limited time frame during which the swarm will be flying over a group

of suitable targets because the satellite swarm relies on solar radiation for illuminating their observation opportunities.

During the night side of the orbit, the swarm can divert resources to down linking observations and preparing for the

next illuminated overpass. This means that pointing decisions made by the MILP in a later orbit are uncoupled from

pointing decisions made during an earlier orbit. Therefore the receding time horizon should be chosen to be the amount

of time it takes for the satellite to pass over the group of daylight illuminated cloud targets.

New potential
targets

Add new targets to
and delete expired

targets from database

For each 𝑡 ∈ 𝑇

Determine
viewable area

𝐴(𝑡 )

Retrieve obser-
vation targets

𝑐 ∈ 𝐶

Calculate
viewable targets
𝑉 (𝑡 ) = 𝐶 ∩ 𝐴(𝑡 )

Calculate angu-
lar range reward

𝑈 (𝑐, 𝑡 ) =
𝑁 (𝑐,𝑡 )

180

Solve MILP

max
𝑋

∑︁
𝑡∈𝑇

∑︁
𝑐∈𝐶

𝑈 (𝑐, 𝑡 )𝑋 (𝑐, 𝑡 )

Return pointing
decisions
𝑋 (𝑐, 𝑡 )

Database
𝐶

Fig. 5 The process of maintaining a database of possible observation opportunities with steps for preparing
inputs for the MILP scheduling problem

The process to prepare the inputs for the MILP is show in figure 5 and described in detail below. To formulate the

ILP we must first define a number of variables.

• 𝑇 , a planning time horizon that begins at 𝑡1 and ends at 𝑡𝑀 .

• 𝐶, a set of cloud observation opportunities c that exist and may be viewable during the time horizon 𝑇 .
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• 𝑉 (𝑐, 𝑡), a set of boolean values where each value is 1 iff a cloud observation opportunity 𝑐 ∈ 𝐶 is within the

swarm’s FOV 𝐴(𝑡) at time 𝑡 ∈ 𝑇 .

• 𝑋 (𝑐, 𝑡), a set of boolean decision variables where each value is 1 iff a cloud observation opportunity 𝑐 ∈ 𝐶 is

pointed at by the swarm at time 𝑡 ∈ 𝑇 . The pointing variable.

• 𝑈 (𝑐, 𝑡), a set of float values (0,1) than are calculated based on the angular range of observations for cloud

observation opportunity 𝑐 ∈ 𝐶 at time 𝑡 ∈ 𝑇 . The reward function.

• 𝑁 (𝑐, 𝑡), a set of float values (0,180) where each value is equal to the angle in degrees made between the most

forward satellite’s position, the cloud observation opportunity 𝑐 ∈ 𝐶’s position and the most aft satellite’s position

at time 𝑡 ∈ 𝑇 . This value is highest when a target is imaged directly below the geometric center of the swarm.

We are now in a position to define the constellation CT problem as an ILP as follows:

max
𝑋

∑︁
𝑡∈𝑇

∑︁
𝑐∈𝐶

𝑈 (𝑐, 𝑡)𝑋 (𝑐, 𝑡) (2)

subject to the constraints∑︁
𝑐∈𝐶

𝑋 (𝑐, 𝑡) ≤ 1 ∀𝑡 ∈ 𝑇 (3)

𝑋 (𝑐, 𝑡) ≤ 𝑉 (𝑐, 𝑡) ∀𝑐 ∈ 𝐶, 𝑡 ∈ 𝑇 (4)

and with reward function

𝑈 (𝑐, 𝑡) = 1
180

𝑁 (𝑐, 𝑡) (5)

Equation (2) is the objective function that must be maximized with respect to the decision variable 𝑋 . The objective

being a reward based on the reward of each observed cloud target. 𝑈 is the reward function, but because the decision

variable 𝑋 is boolean, the reward may only be gained if X is one. Equation (3) guarantees that the swarm may only target

at most one observation opportunity per time step. Equation (4) guarantees that only opportunities that are viewable

may be targeted at time 𝑡. Equation (5) is the reward function which is based on the angular range of observing an

observation opportunity at time 𝑡. Because the angular range may span (0,180) the reward value is equal to 180𝑡ℎ of the

angular range and may span (0,1). The MILP is solved for each time horizon using IBM’s CPLEX solver (V22.1)[26].
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V. Baseline Push broom Swarm

A. Push-broom Field-of-View

In this paper we compare our method for obtaining observations with the well known push broom method. We

consider nine hypothetical satellites each equipped with a push broom scanner in the same orbital formation as our

proposed mission: nine 400 km altitude Sun synchronous orbits that are each separated by 2.5 degrees in the argument

of latitude. The scanners for each satellite are oriented such that they image the lower atmosphere directly nadir to the

central chief satellite. This allows simultaneous imaging from nine different angles. For our simulation, we assume that

the push broom scanner has a cross-track field-of-view (FOV) of 28.6◦ and constantly images a 204 km swath along the

satellite’s ground track, which is similar to swath width that NASA’s MISR sensor on board the Terra satellite would

have at an altitude of 400 km.

For reference, the Terra satellite, launched in 1998, orbits at an altitude of about 705 km and has a cross track field

of view of 29.8 degrees providing a ground swath width of about 400 km and a minimum spatial resolution of 150 m

[8]. Landsat 9, launched in 2021, orbits at an altitude of 705 km and has a push-broom sensor (OLI-2) swath width of

185 km [27]. Landsat 9 has a spatial resolution of 15 m to 30 m depending on the spatial band. This is comparable to

our system’s chosen spatial resolution of 10 m. We chose our hypothetical baseline to have a similar FOV to the MISR

on Terra and the spatial resolution of a modern push broom scanner to provide a challenging comparison to our method.

Terra’s FOV was specifically chosen, because images from MISR on Terra have been targeted as a potential source of

data for CT due to the instrument’s nine viewing angles [7].

We assume that the swath imaged by the push-broom system is discretized into four second regions which leads to

rectangular polygons used for cloud detection. It is possible that multiple clouds occur simultaneously in the same

swath region. In comparison to the autonomous swarm with arbitrarily pointing capabilities, the push broom formation

is unable to arbitrarily point, and its field of regard, the region where it can detect clouds is much smaller at 204 km

wide. Conversely, the push-broom always captures the entire 204 km swath, whereas the autonomous swarm only has a

ground vertical FOV of about 7.5 km with a 500 mm focal length. So, the swarm is only ever able to capture a small

region within its slewing range at each time step. Figure 6 graphically compares these areas relative to each other.

VI. Results

A. MILP Scheduling

For the chosen orbit and cloud model, each flyover of the swarm lasted 21-23 minutes. The variation in flyover time

is caused by the time horizon discretization and the fact that clouds are not guaranteed to be present within the swarm

FOV as the spacecraft approaches the region of interest. Pre-processing of cloud data would automatically discard these

empty time steps to reduce computation time. The MILP scheduler was run for 7 consecutive flyovers of the region of
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Fig. 6 Push-broom scanning swath over one minute compared to swarm slewing range for one time step and the
instantaneous FOV for a camera in the swarm.

interest. Each solution took an average of 4.4 ms with a maximum solve time of 15.9 ms on an AMD Ryzen 5 2600. The

MILP successfully targeted one cloud per time step with a total count of 161 clouds being imaged. The average angular

range of observation was 148.1 degrees. The distribution of observation angular ranges is shown in Figure 7. Compared

with our MILP scheduled pointing swarm, the push broom approach captured 101 clouds with an average angular range

of 153.1 degrees. This is higher than the MILP average, because the push broom swarm was configured to only image

below the center of the swarm where the angular range is greatest. Figure 7 shows the distribution of recorded angular

ranges. The baseline configuration captures more clouds between 155◦ and 160◦ due to its ability to image multiple

clouds in one time step. As the angular range decreases the observation targets fall outside of the pushbroom scanners’

Fig. 7 Observation count distribution binned by angular range in 5◦ intervals
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FOV and are unable to be imaged. In comparison, the MILP swarm is capable of imaging clouds much further from the

geometric center. Overall, the MILP scheduled agile pointing swarm captured 59.4% more clouds than the push broom

baseline configuration. This is a promising result and demonstrates the need for continued research and development in

support of autonomous remote sensing swarm missions.

VII. Conclusion
This paper is a preliminary analysis of utilizing autonomous scheduling to effectively choose observation targets

that are randomly distributed over the Earth. In particular, the on-board scheduler is used to maximize the number of

simultaneous observations of cloud to enable future on-orbit cloud tomography missions. The on-board autonomous

scheduler is formulated as a mixed integer optimization problem (MILP) with a finite time horizon and a reward scheme

designed to maximize the angular range of the observations. This MILP can solve for an optimal observation schedule

in a maximum time of 15 ms on a conventional desktop CPU. The MILP scheduler is able to select 59.4% more targets

than a conventional push broom camera configuration. This initial result is promising and demonstrates the need for

continued research efforts in this area.
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